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Abstract 
This study aims to predict daily rainfall in Surabaya using TabNet, a deep learning model for 

tabular data, based on radiosonde atmospheric parameters and official BMKG rainfall data. 

The radiosonde data include LI, KI, TT, CAPE, SWEAT, and SI measured at 00.00 and 12.00, 

while daily rainfall data were collected from a local station. All data were pre-processed to 

handle missing values, normalized, and used to construct relevant features for modeling. The 

dataset was divided into training and testing sets, and the TabNet model was trained to capture 

non-linear relationships between atmospheric parameters and rainfall. Model performance was 

evaluated using RMSE, MAE, MAPE, and R², achieving 6.58 mm, 3.14 mm, 17.69%, and 

0.54, respectively, indicating good predictive ability. The predicted monthly rainfall for 2025 

reflects seasonal patterns consistent with Surabaya’s tropical climate, with higher rainfall at 

the beginning and end of the year and lower values in mid-year months. The results 

demonstrate that TabNet can effectively capture seasonal rainfall trends, providing practical 

benefits for flood mitigation planning, water resource management, and early warning 

systems. This study highlights the potential of combining radiosonde data and deep learning 

for accurate rainfall prediction in tropical regions. 

Keywords: rainfall prediction, TabNet, radiosonde data, tropical climate, deep learning 

 

 

INTRODUCTION  

Rainfall is a climate element that significantly impacts various sectors, including 

agriculture, water resources management, transportation, and hydrometeorological disaster 

mitigation (1). As a tropical region, Surabaya has rainfall patterns influenced by the Asia-

Australia monsoon system, as well as local interactions with topography and the Java Sea. 

Therefore, accurate rainfall predictions are crucial to support early warning and regional 

governance planning (2). 

Vertical atmospheric parameters from radiosonde data, such as Convective Available 

Potential Energy (CAPE), K Index (KI), Lifted Index (LI), and SWEAT Index, have been 

shown to have a strong relationship with the potential for convective rainfall (3). Utilizing this 

data in rainfall modeling provides a more comprehensive perspective than surface data alone. 

Modern deep learning approaches, particularly TabNet, enable efficient tabular data 

analysis with an attention mechanism that selects important features at each prediction stage, 

making them suitable for handling multi-variable and correlated radiosonde data (4)(5). 

However, rainfall predictions often face seasonal bias, particularly during the monsoon 
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transition phase. Therefore, corrections based on local climatological patterns are necessary to 

achieve more realistic predictions (6). 

The objective of this study was to develop a TabNet-based rainfall prediction model 

utilizing radiosonde parameters and to evaluate model performance using RMSE, MAE, 

MAPE, and R² metrics. Furthermore, this study also aimed to produce a 2025 rainfall prediction 

corrected to reflect Surabaya's seasonal patterns. This would make the predictions more 

realistic and usable for supporting regional governance planning and hydrometeorological 

disaster mitigation. 

 

LITERATURE REVIEW 

 Rainfall prediction has been extensively studied using various methods, ranging from 

classical statistical approaches to machine learning. For example, Yuan et al. (2020) used a 

deep learning model to predict daily rainfall using a hydrometeorological dataset, 

demonstrating that nonlinear methods capture rainfall dynamics better than linear regression 

methods (7). Another study by Putra & Lestari (2022) utilized radiosonde parameters to predict 

convective rainfall in tropical regions, finding that atmospheric stability indices such as CAPE, 

KI, LI, and Total Totals (TT) significantly contribute to model accuracy (3) (8). 

Following the development of deep learning, the TabNet method was introduced by 

Arik & Pfister (2021) as a model that incorporates sequential attention for automatic feature 

selection and handles nonlinear interactions between tabular variables (4). Nguyen et al. (2023) 

extended the application of TabNet to climatological data, demonstrating that this model 

outperforms LSTM and Random Forest models in rainfall prediction on multi-variable datasets 

(5). Hermawan et al. (2021) also reported that the use of vertical atmospheric data improves 

the accuracy of rainfall predictions in tropical regions with high seasonal variation (9). 

However, seasonal bias remains a challenge, as models tend to underestimate rainfall 

during the peak season and overestimate rainfall during the dry season. To address this, a 

seasonal bias correction approach that references official rainfall intensity from the 

Meteorology, Climatology, and Geophysics Agency (BMKG) has proven effective in aligning 

predictions with local climatological patterns, as reported by BMKG (2022) and Hersbach et 

al. (2020) (6) (10). 

 

RESEARCH METHOD 

 This study uses a quantitative approach to predict daily rainfall in Surabaya based on 

radiosonde data and official rainfall data from the Meteorology, Climatology, and Geophysics 

Agency (BMKG) (10). The radiosonde data used includes atmospheric parameters such as LI, 

KI, TT, CAPE, SWEAT, and SI at observation times of 00:00 and 12:00. Rainfall data (CH) 

was obtained from BMKG stations and recorded daily. All data was collected in CSV format 

and then preprocessed to ensure data quality, including cleaning for missing values, 

normalization, and generating relevant features for modeling(110). 

The processed data was then divided into a training set and a testing set. Modeling was 

performed using TabNet, a deep learning architecture for regression capable of capturing non-

linear relationships between atmospheric parameters and rainfall. TabNet's advantage lies in its 
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attention mechanism, which allows the model to adaptively select features at each processing 

stage, thereby improving interpretability and prediction accuracy. 

Mathematically, each input data set is processed through several decision steps. At each 

step, TabNet generates a feature transformer ℎ� =  ������ and an attentive mask 	� =

���
�� ��������, which determines the features selected for the next step. The partial 

predictions from each step are summed to produce the final output (10): 

 

�� =  � ������ �ℎ� ⨀ 	� �
�

���
 

 

In the context of rainfall regression, �� represents the predicted daily rainfall. The model 

was trained using the Mean Squared Error (MSE) as the loss function. Model performance was 

evaluated using RMSE, MAE, and the coefficient of determination (R²) metrics on the testing 

data to assess the prediction accuracy and TabNet's ability to capture seasonal rainfall patterns 

in the Surabaya region. 

Additionally, a CSV data summary table can be displayed to show atmospheric 

parameters per observation time and rainfall data per date, so that readers can see the number 

of observations and the rainfall categories analyzed. 

 

Table 1 Dataset 

 

 

RESULT AND DISCUSSION 

 The TabNet model evaluation results demonstrated a fairly good predictive ability for 

modeling daily rainfall in Surabaya based on radiosonde data and official rainfall from the 

Meteorology, Climatology, and Geophysics Agency (BMKG). Testing was conducted on test 

data not yet used during training, and model performance was assessed using several standard 

metrics. The evaluation results showed that the model had a Root Mean Square Error (RMSE) 

of 6.58 mm, a Mean Absolute Error (MAE) of 3.14 mm, and a Mean Absolute Percentage Error 
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(MAPE) of 17.69%, with a coefficient of determination (R²) of 0.54. The relatively low RMSE 

and MAE values indicate that the model's predictions closely match daily observations, while 

the R² value indicates that approximately 54% of the rainfall variation can be explained by the 

TabNet model. Therefore, this model is quite effective in capturing the non-linear relationship 

between atmospheric parameters and rainfall, while also being able to adjust for seasonal 

patterns in tropical regions like Surabaya. 

Before presenting the monthly prediction results, it is important to clarify that rainfall 

intensity is classified into specific categories to facilitate interpretation and communication of 

the results. The rainfall categories used in this study include: 

 

 

Table 2 Rain Type 

Rain Type  Intensity (mm/hour) 

No Rain 0 

Light Rain 1 mm – 5 mm 

Moderate Rain 5 mm -10 mm 

Heavy Rain 10 mm - 20 mm 

Very Heavy Rain >20 mm 

 

This classification serves as a reference for assessing whether the monthly predictions from the 

TabNet model align with the climatological patterns of the Surabaya region, particularly in 

capturing the seasonal variations that typically occur between the rainy and dry seasons. The 

monthly rainfall predictions for 2025, after evaluation and seasonal correction, are shown in 

the following table: 

 

Table 3 Result Prediction 

Month Prediction 

January 2025 12,05 

February 2025 7,65 

March 2025 6,05 

April 2025 2,52 

May 2025 0 

June 2025 0 

July 2025 0 

August 2025 0 

September 2025 0 

October 2025 2,30 

November 2025 5,14 

December 2025 10,77 

 

 



742 

 

These monthly predictions illustrate a clear seasonal trend, with the early and late months of 

the year experiencing relatively higher rainfall intensity compared to the middle months. The 

table shows that January, February, and December exhibit heavy to moderate rainfall, while 

May through September experience light to moderate rainfall, consistent with the dry season 

pattern. Transition months, such as March, April, and October, have moderate to light rainfall 

predictions, indicating a transition from the rainy to the dry season and vice versa. These results 

demonstrate that TabNet is not only capable of producing quantitative predictions that closely 

match observations but also captures seasonal rainfall trends in tropical regions. 

 

CONCLUSION 

 Based on the research results, it can be concluded that the TabNet model is capable of 

predicting daily rainfall in Surabaya with fairly good accuracy. Model evaluation showed an 

RMSE of 6.58 mm, MAE of 3.14 mm, MAPE of 17.69%, and R² of 0.54, indicating that the 

model adequately captures seasonal trends and the non-linear relationship between radiosonde 

atmospheric parameters and rainfall. Monthly predictions for 2025 also show a seasonal pattern 

consistent with tropical climatology, with the early and late months of the year tending to have 

moderate to heavy rainfall, while the middle months are relatively light. These results 

demonstrate that using TabNet for rainfall prediction based on radiosonde data is an effective 

and realistic method. 

Practically, this research has several implications. First, the resulting rainfall predictions 

can be used by relevant parties, such as the BMKG (Meteorology, Climatology, and Geophysics 

Agency), local governments, and water resource managers, for flood risk mitigation planning, 

irrigation management, and early warning system development. Second, the seasonal patterns 

detected through this prediction can help communities and the agricultural sector adapt their 

activities to predicted rainfall conditions. 

However, this study has several limitations. One is the use of data from a single BMKG 

station in Surabaya, so the predictions may not be representative of microclimate variations 

across the wider region. Furthermore, the model only uses radiosonde atmospheric parameters 

at 00:00 and 12:00, thus ignoring other intraday variations. External factors such as long-term 

climate change, El Niño or La Niña phenomena, and air quality data that can influence rainfall 

are also not included in the model. 

Based on these limitations, several suggestions for future research are available. Future 

research could expand the data coverage by including several BMKG stations in the Surabaya 

or East Java areas to increase the representativeness of the predictions. Furthermore, it could 

utilize radiosonde data with a higher observation frequency or add additional variables such as 

humidity, wind, or satellite data to improve model accuracy. Further research could also explore 

combining TabNet with other methods, such as ensemble learning or long-term prediction 

models, to better capture seasonal trends and rainfall extremes. 

Thus, this research makes important scientific and practical contributions to the fields 

of meteorology and disaster risk management, while also opening up opportunities for the 

development of more accurate rainfall prediction models in the future. 
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